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  Abstract: Sign language is used as a primary means of 

communication by millions of people who suffer from hearing 

problems. The unhearing people used visual language to interact 

with each other, Represented in sign language. There are features 

that the hearing impaired use to understand each other, which are 

difficult for normal people to understand. Therefore, deaf people 

will struggle to interact with society. This research aims to 

introduce a system for recognizing hand gestures in Arabic Sign 

Language (ArSL) through training the Convolutional Neural 

Network (CNN) on the images of ArSL gestures launched by the 

University of Prince Mohammad Bin Fahd, Saudi Arabia. A Scale 

Invariant Feature Transform (SIFT) algorithm is used for 

creating the feature vectors that contain shape, finger position, 

size, center points of palm, and hand margin by extracting the 

Important features for images of ArSL and transforming them to 

points of the vector. The accuracy of the proposed system is 97% 

using the SIFT with CNN, and equal to 94.8% nearly without 

SIFT. Finally, the proposed system was tried and tested on a group 

of persons and its effectiveness was proven after considering their 

observations.

Keywords: Arabic Language, CNN classification, Deep 

learning, Image Classification, SIFT. 

I. INTRODUCTION

The gestures are the names that refer to the signs'

non-verbal and body language. Their use is widely and 

common as the communication means in the world. Even 

using mobile phones, some people continue to use gestures in 

their daily lives. Most of the inhabitants of the Earth today 

depend on technology for most of their affairs, even when 

communicating with each other. This has increased the 

spread of knowledge of gestures, which has contributed to the 

interaction of deaf and mute people with society.  
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The increasing proportion of deaf and mute people in the 

world; and the increasing use of virtual reality and video 

games have led to an increase in demand for designing 

systems to identify gestures [1]. In the world for each 

language, there are many sign languages. These languages 

utilized more than 200 languages today like American, 

British, Spanish, Chinese, and ArSL. Finding a way to enable 

hearing and non-hearing communities to communicate with 

each other is so important. The automatic recognition 

technique is the latest method used to understand the signs of 

the deaf, replacing the help of an expert. This method allows 

signals to be interpreted into text and audio to meet the user's 

needs [2]. Artificial Intelligence (AI) methods such as 

Machine Learning (ML) and data mining (clustering and 

classification) are developing and widespread [3, 4]. ML 

expresses the system's capacity for learning from training 

data of the problem-specific to automating analytical 

system-building processes and solving related tasks. Deep 

learning is a concept of ML established on networks of 

artificial neural [5]. In the field of deep learning, the most 

common network is CNN. CNN has achievements in most 

areas such as processing of the natural language and 

computer vision [6]. To increase the accuracy of the 

recognition and reduce the time of computing, this paper uses 

an algorithm of feature extraction for allocating the letters in 

the images called the SIFT algorithm. The regions that are 

applicants discover distinct points in images and are then 

placed into a system of CNN recognition [7]. The paper's rest 

structure is as follows: Section II contains the information on 

related works. Section III gives details about the framework 

of the proposed model. Section IV presents the results and 

finally, section V explains the conclusion.   

II. RELATED WORKS

In this section, we introduce previous methods used in sign 

language recognition. In [8], they proposed a method to 

recognize the word in ArSL utilizing a device of Leap Motion 

which helps by using infrared to build a 3D human hand 

model. They derived the mathematical features from the 

controller of Leap Motion and focused on analyzing them. 

The results show for gestures of the one hand, 89% had the 

highest rate of classification. In [9] a hybrid model for 

capturing (letters and words). This model includes Long 

Short-Term Memory (LSTM) for extracting temporal and 

spatial characteristics for handling the movements of the 

hand and CNN for extracting from the data of sign language 

of the spatial features. CNN classifier achieved an accuracy 

rate of 94.40%, while the LSTM classifier achieved an 

accuracy rate of 82.70%.  
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In [10] researchers design ASODCAE-SLR as a technique 

for helping deaf and unhearing people through the process of 

SLR. This technique employed CapsNet to produce a feature 

vector collection. They furthermore used a DCAE model to 

recognize sign language and an ASO algorithm to increase 

the DCAE model efficacy. The researcher [7] presented the 

SIFT algorithm which locates objects in the satellite image. 

The image is cropped to get the region of the object from the 

features of the image. Then, this image is put into the 

recognition system CNN. The accuracy of the SIFIT 

algorithm is 70% for object recognition as ships and aircraft. 

The researcher has proposed a model based on the CNN 

algorithm to recognize the ArSL [11] [23]. The algorithm is 

set using Python language. The dataset includes images of 

hand gestures in different environments. The accuracy was 

94.8% with good feedback from several users. In [12] they 

designed a model containing LSTM units for encoding the 

sequential data incorporated with Media Pipe to deal with the 

input sequence of recorded gestures. The dataset includes 

fifty numbers and words frequently used, that are obtained 

from the five volunteers. The accuracy of this model for 

individual volunteers was 85% while for combined data 83%. 

III. FRAMEWORK FOR ARSL MODEL 

There are four stages in the framework of the proposed 

model. The first stage includes the details of acquired image 

data. The second stage involves two tasks in the image data: 

the preprocessing and the segmentation. The algorithm of the 

SIFT and CNN model is applied in the third stage. Finally, 

the fourth stage applies the trained model. Figure (1) shows 

the framework of the proposed model with phases declared as 

follows: 

 

Fig. 1: The Framework of the Proposed Model 

A. Dataset 

There are 54049 snap-shots of the ArSL alphabet from forty 

volunteers including 32 alphabet and symptoms. The datasets 

are available at ArSL2018 [13], which was issued in 

cooperation with the University of Prince Mohammad Bin 

Fahd to be available to researchers. Each gesture of the hand 

shows important information. Figure (2) explains a pattern 

photograph with its label of every class. The 32 folders were 

created, and everyone included 1500 images of hand gestures 

in variant environments. 

 

Fig. 2: ArSL Alphabetic and Their Identical Hand Sign Shape 

B. Preprocessing and Segmentation 

The significant stage in recognizing the hand gesture is a 

preprocessing of the hand and its segmentation from the 

image. The segmentation purpose is to isolate the hand signer 

from a backdrop. Colored image segmentation is a difficult 

process for the reason that it is difficult to locate the correct 

values of thresholding for both color saturation and light 

sensitivity. For simplification, we convert the images from 

color to grayscale. Grayscale images eliminate the complex 

computational requirements related to the algorithms. The 

luminosity method is also named the grayscale conversion 

[14]. Equation (1) explains the conversion method from the 

RGB images to grayscale.  

Gs= 0.299R+0.587G+0.114B                                         (1) 

Gs represent Grayscale, and R, G, and B represent (red, 

green, and blue) colors respectively.  

Also, to enhance the contrast values, the histogram 

equalization pre-processing technique is practical for the 

images. Furthermore, segmentation is applied to the data of 

the image by thresholding the image to locate the pixels that 

form the region of the hand [15]. 

C. Selection and Extraction of Features 

The feature extraction stage is necessary for several 

reasons. First, in the recognition process, some features do 

not participate in recognition accuracy because they are 

irrelevant. Second, the accuracy and precision are affected by 

using fewer features. Therefore, this stage is important and 

requires careful study to achieve optimal system 

performance. The SIFT algorithm extracts relevant features 

(size of hand, finger position, Margin or edge, palm center) 

from a dataset. Figure (3) shows the points of these features. 

 

Fig. 3: Feature Points of the Hand 

We choose the four features from the hand because each is 

important to provide information for the recognition system. 

Margin value is computed by the technique of canny edge 

detection which is used to select the human hand boundaries 

and the edges. Hand size is calculated using the method of the 

bounding box that can be computed by the maximum and 

minimum values of the coordinates of the x and y of the 

pixels of the hand [16].  
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The finger position and palm center are calculated by 

functions. The following steps represent the implementation 

of the algorithm SIFT: 

1. Read the input image ID with its path. 

2. Calculate d by the function of the difference of Gaussian. 

3. Compute the initial key points. 

4. Eliminating inaccurately and unstable localized key points. 

5. Generate feature descriptor.  

6.  Output is a list of key points. 

D. Convolutional Neural Network (CNN) 

CNN is a deep-learning algorithm; it can train big datasets 

including millions of factors. Also, it is a feature extraction 

model that has been applied to image recognition and has 

given amazing results, and on data from the video. 

Furthermore, CNNs are in use by several leaders of the 

industry such as Amazon, Facebook, and Google 

[17][24][25][26][27]. CNN is mainly utilized to classify 

images and gather them depending on their similarity. It 

plays an important role in reducing processor requirements 

by acting as a multi-layer system. CNNs contain three layers; 

input, output, and hidden layer. Whereas, the hidden layer 

consists of a fully connected layer, a pooling layer, and 

finally convolutional layer [18]-[19]. The convolutional layer 

is the first layer of the CNN network and is considered the 

basic building block that performs most computational heavy 

lifting. A so-called filter or kernel is applied to it. It is the 

question of determining the presence of certain patterns or 

features in the original image. Also, many filters can be used 

when there is a need to extract different features. The filter 

must be small to scan the picture completely and apply the 

appropriate calculations. In the pooling layer, the size of the 

activation maps is reduced, and the number of necessary 

calculations is reduced preventing falling into a condition 

called overfit tinting. When reducing the size of large arrays, 

two functions are used: max: and here the maximum values 

are specified in each window. Average: Calculates the 

arithmetic average of the values in a single window.  The first 

technique is the most popular [20]. 

There is a method called Max-pooling that scans the 

activation map to a small window and leaves the larger values 

within each window thus reducing the size of the map. The 

fully connected layer is the last in the convolutional network, 

and the reason for its presence at the end of the process is that 

the final classification process takes place in it. In this layer, 

the neurons are fully connected to all the ganglia of the 

previous layer. 

Finally, we combine the features to create a form.  We have 

a Soft-Max or sigmoid activate function to classify the 

outputs. 

To implement the CNN algorithm, we used two requirements: 

1. Python is a language of high-level programming [21]. 

2. Colab is a Google Research product for writing and 

executing Python code via browser [22]. 

E. CNN Algorithm Implementation Steps 

1. Input is a list of key points (get from the SIFT algorithm). 

2. Load the label of the class in English and Arabic. 

3. Show the sign names in English and Arabic (unique 

values). 

4. Descriptive statistics review the dataset’s distribution 

shape, dispersion, and central tendency. 

5. A plot bar is used for the distribution. 

6. Data is split into three parts; training, testing, and 

prediction (70%, 20%, 10%) respectively. 

F. Model Building and Evaluation 

In model layers of CNNs, each layer contains neurons in 

positive quantity. The layer size of max-pooling is 2˟2. The 

image length is 64˟64. We reshape the image length to 64 x 

64 x 1. For a primary layer, we use ''relu'' which is a function 

of activation. At the output layer, for classifying 32 classes; 

we use the activation function "soft-max ". On the output 

layer; the quantity of the neurons is equivalent to the number 

of the classes. In training phenomena, we use the Loos 

Function (LF) for calculating the training losses and 

validation after each epoch. The model can prove its 

performance through lower loss and vice versa. The 

"categorical-cross-entropy" class calculates cross-entropy 

loss between predicted and actual values as the model 

predictions result. During the training operation, we used a 

call-back to keep the model weight after several periods. A 

function fit () fits the model instance to start the training 

operation. This function's benefit is model training in the 

specified periods using validation and training. Figure (4) 

shows the model after training it 35 epochs. 

 

Fig. 4: Training Model 

The plotted curve calculates the accuracy of each epoch and 

the loss which can be obtained from the history of the Keras 

model. A comparison between the class of predicted and 

actual gives the accuracy. The loss computes via the value of 

cross-entropy between the class of actual and predicted. 

Figure (5) shows a chart of the accuracy containing two lines 

the blue refers to training accuracy through each epoch. The 

second line is brown referring to verification accuracy. We 

note that both lines are near each other, this indicates that the 

model is well-trained. 

 

Fig. 5: Accuracy Chart 
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We note two lines in Figure (5) brown and blue, the brown 

refers to a set of the loss of validation while the blue indicates 

the loss of a training set via each epoch. So, on both datasets 

of train and validation, the model performance is similar. In 

both Figure (4) and Figure (5) the loss and accuracy splay at 

the 15th epoch indicates the model has learned the weights 

completely. So, the model terminates to get rid of overfitting 

at the 16th epoch because the model could recognize the 

input features for classifying unanticipated hand gestures 

better 

 

Fig. 6: Chart of Loss  

Figure (7) shows the confusion matrix used to perform a 

statistical evaluation of the model to determine its true 

performance on unseen data that has not yet been 

encountered. 

 

Fig. 7: Confusion Matrix 

We processed the input images as a first step and then 

applied the SIFT algorithm and finally, to predict entered 

them into a model. Both Figure (8) and Figure (9) present the 

prophesy value in English and Arabic respectively. 

 

Fig. 8: English Predicted Value  

 

Fig. 9: Arabic Predicted Value  

IV. RESULTS 

In this section, we will show the results after applying the 

model by entering an image of the gesture. We notice that the 

resulting image is the predicted letter. When I make a certain 

gesture with my hand as in Figure (10) picture (a), the letter 

(bb) will be immediately assigned by the proposed model. 

Also in Figure (10) picture (b) presents the (dal) letter. Figure 

(11. a) presents the (al) letter. Finally, Figure (11. b) presents 

the (aleff) letter.  

 

Fig. 10: (a) Show Result bb; (b) Show Result Dal 

 

Fig. 11: (a) Show Result al; (b) Show Result Aleff 

V. CONCLUSION 

Sign language, a necessary tool is used to connect normal 

people with hearing hard people or deaf. Also, normal people 

suffer from understanding sign language. In this research, we 

introduce a system for ArSL recognition which includes four 

stages: dataset, pre-processing and segmentation, features 

extraction, and finally classification stage. This system is 

based on a camera for capturing gesture images. These 

images are taken in different environments and saved in a 

Portable Network Graphic(PNG).  
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Images are transformed into grayscale to simplify them and 

apply the segmentation process. The segmentation is 

performed by utilizing thresholding. The SIFT is used in the 

third stage for feature extraction and selection which is 

considered a critical process because if the number of 

features increases the time of computational increases, and if 

the number of features decreases affects the system's 

accuracy. The images are entered into the SIFT algorithm, the 

output is a feature vector set. The fourth stage is a 

classification including the CNN use. The dataset was split 

into 70% and 30% for training and validation respectively. 

The accuracy was 97% which the proposed model achieves. 
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